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Minimizing the makespan on parallel batch 
scheduling with stochastic times 

Sahraeian R.1, Samaei F2., Rastgar I3.  

Abstract This paper addresses to the problem of batch scheduling in a parallel 
machine environment with size dependent setup time and release time and 
minimizing the makespan (Cmax). The jobs’ processing times, setup times and 
release times are stochastic for better depiction of the real world. The problem is 
NP-hard. Therefore, in this paper we compare different heuristics with a special 
simulation approach and analyze the obtained results. 
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1.1 Introduction 

In this paper we compare different heuristics for the batch processing machine 
(BPM) problem scheduling (each batch is a group of different jobs) on a set of 
identical parallel machines. The BPM have been widely utilized such as semicon-
ductor, printing, chemical industries. The processing time of batch is the longest 
processing time among the jobs in the batch, and also longest release time of jobs 
in batch is equal the batch release time. Setup time for specific batch depends to 
size of batch. The BPM problems are often bottleneck because of their long pro-
cessing times; thereby in this scheduling problem makespan is an important objec-
tive. 
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BPM scheduling problems have been studied extensively in recent years.
Chandru, et al. (1993) presented heuristics and exact methods for parallel batch 
processing machine and single batch processing machine problems in order to 
minimum sum of the compellation times. Chang, et al. (2004) provided simulated 
annealing (SA) for problem under study and presented a mathematical formulation 
for minimizing makespan. Kashan, et al. (2008) proposed a Genetic Hybrid which 
that used a local search, and presented a lower bound for minimizing makespan. 
Cheng, et al. (2011) provided mixed integer programming method for minimizing
makespan and sum of compellation times of jobs and presented polynomial time 
algorithm. All mentioned papers have deterministic times but stochastic times are 
much closer to the real world. So, in this paper, the jobs’ processing times, setup 
times and release times are assumed stochastic for better depiction of the real 
world. The simulation has been populated over the past three decades. The reason 
for this is that the simulation model can allowed to become quite complex (Kelton, 
et al. 2004). The BPM problem is NP-hard so we design a special simulation ap-
proach for stochastic BPM model. The remainder of this paper is structured as fol-
lows.  

In the next section, the problem definition is presented. Section 3 deals with 
simulation model. Section 4 details a brief overview of heuristics. The computa-
tional results are presented in Section 5. Finally, a discussion of the results is ex-
plained in the last section. 

1.2 Problem definition 

The problem under study with using the standard three field notation presented 
by Graham, et al. (1979) can be denoted by Pm|batch, rj|Cmax. In a BPM, all jobs 
are divided to different batches. Jobs allocated in a batch are processed simultane-
ously in start time and then released from the machine together in finish time. The 
BPM is able to process a number of jobs as long as the sum of job sizes in the 
batch is not greater than to the capacity of the machine. The BPM problem con-
sidered in this paper can be described as follows: 
1. There are n jobs to be processed by m identical parallel batch processing ma-

chines. 
2. All jobs have arbitrary release time and size. 
3. The machines are available at zero time. 
4. The jobs’ processing times and release times are stochastic for better depic-

tion of the real world. 
5. The processing time of a batch is defined with the longest processing time of 

all the jobs allocated in the batch.  
6. Once a batch is processed by a machine, it cannot be Interrupted, i.e., no 

preemption is allowed.  
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7. No jobs can be introduced or removed from a batch while the batch is being 
processed. 

8. All the jobs are considered equal in importance. 
9. The performance measure is makespan. Our objective is to minimize the 

makespan. 

1.3 Simulation approach 

As digital computers appeared in the 1950s and 1960s, people began writing 
computer programs in general purpose-procedural language like FORTRAN to do 
simulations of complicated systems. This approach was highly customizable and 
flexible, but also painfully tedious and error-prone (Kelton, et al. 2004). We apply 
simulation by programming in MATLAB language because our model is compli-
cated and it framework not kinds of simulation that many people do so special-
purpose simulation language like GPSS and SIMAN or high-level simulators like 
Arena not flexible enough to simulate our model. Discrete-event simulation is 
used to simulate the real model which is a popular simulation technique, and ap-
plicable to a large variety of problems in the real world. In discrete-
event simulation, the operation of a system is represented as a chronologi-
cal sequence of events. Each event occurs at an instant in time and marks a change 
of state in the system (Stewart, 2004). 

Many mechanisms have been proposed for carrying out discrete-event simula-
tion; among them are the event-based, activity-based, process-based and three-
phase approaches (Pidd, 2004). The proposed simulation model applies activity-
based mechanism. In the model, jobs are entities and machines are recourses ac-
cording to Kelton, et al. (2004) definition. Fig. 1.1 shows activity diagram of the 
simulation model. 

Two phase structure has defined which in the first phase batch sequence based 
on each heuristic method has been driven and in the second phase discrete-event 
simulation is applied. Fig. 1.2 shows the basic model of the phase two. 

 

 
Fig. 1.1 Activity diagram 
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Fig. 1.2 second phase of simulation model 

Verification plays a very important role in the model results. We use two strat-
egies for verification our model. First one is applying deterministic data instead of 
stochastic data for the release, processing and setup times; this allowed us to pre-
dict the system’s behavior. Second strategy is checking outputs in order to match 
as close as possible with the real data. The verification of simulated model shows 
valid simulation has done. 

1.4 Heuristic algorithms 

The BPM belongs to the class of NP-hard problems. Because of its complexity, 
the instances with a large number of jobs cannot be solved to optimality within a 
reasonable time. Therefore, many heuristic and meta-heuristic algorithms have 
been developed in order to find a near optimal solution in reasonable computa-
tional time. In this section, different heuristics are presented. The Marginal Cost 
heuristic (Damodaran and Velez-Gallego, 2010) is applied to batching arriving 
jobs. Then four flowing heuristics applies to schedule batches. 

������(57�

In the ERT (Equalization of Runout Time) rule, the batches are listed in non-
decreasing order of their release times (break ties using LPT-Longest Processing 
Time first), and following that order, each batch is assigned to the first available 
machine. 
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In the ERT–LPT rule, the batches are listed in non-decreasing order of their re-
lease times (break ties using LPT), and following that order, the batches are as-
signed to the first available machine until the minimum machine release time is 
greater than or equal to the maximum batch release time. At this point, the batches 
are assigned to the first available machine by applying the LPT rule. 
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In the ERT–LPT rule, the batches are listed in non-decreasing order of their re-
lease times (break ties using LPT), and following that order, the batches are as-
signed to the first available machine until the minimum machine release time is 
greater than or equal to the maximum batch release time. At this point, the batches 
are assigned to the first available machine by applying the SPT (Shortest Pro-
cessing Time first) rule. 
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In LECT rule, the earliest completion time of each batch (i.e., Cj = rj + Pj) is 
computed. The batches are then listed in non-increasing order of Cj, and following 
that order, each batch is assigned to the first available machine. 

1.5 Computational results 

The simulation has been coded in MATLAB 7.1. The presented heuristics have 
been modeled and compared using the proposed simulation model. All three sto-
chastic times take value of different uniform distributions. We used uniform dis-
tributions because of their high variances which ensuring that the presented heu-
ristics are being tested under unfavorable conditions Weng, et al. (2001). 

Eight test problems according to Table 1.1 randomly generated. Random gen-
eration is based on Kashan, et al. (2008) paper. For each problem, all approaches 
have been applied and for each case 10000 runs have been applied.  

Table 1.1 Test problems 

Test Problem Machine Job 

1 2 10 
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Test Problem Machine Job 

2 2 25 
3 2 50 
4 2 100 
5 4 10 
6 4 25 
7 4 50 
8 4 100 

 
The number of runs or replications was obtained by following the steps that 

Banks, et al. (2004) recommended in order obtaining good confidence intervals. 
We decided on the tolerable half width that we want and substituted the appropri-
ate values in the following equation which based on )1(100 D� % confidence t dis-
tribution:  

 
R
StH

R 1,
2

�
 D  (1.1) 

where S2 is sample variance and R is the number of runs. Suppose that an error cri-
terion H  LV�VSHFLILHG��D�VDPSOH�VL]H�5�PXVW�EH�FKRVHQ�VXFK�WKDW�5���50 DQG�+�� H . 
The error criterion is H  = 0.001, and the confidence coefficient is D�1 = 0.99.  

Table 1.2 illustrates the relative performance of four heuristics. The ERT-LPT 
method significantly outperformed the other methods for all test problems. The 
relative performance for method k was calculated as follows: 

 
minc
c

RP k
k   (1.2) 

where Ck is the makespan of heuristic k and Cmin refers to the minimum makespan 
between all four heuristics. 

Table 1.2 Relative performance obtained from simulation 

Test Problem ERT ERT-LPT ERT-SPT LECT 
1 0.9647 1 0.9277 0.9484 
2 0.9708 1 0.9542 0.9601 
3 0.9771 1 0.9329 0.9552 
4 0.9669 1 0.9662 0.9648 
5 0.9843 1 0.9558 0.9512 
6 0.9692 1 0.9236 0.9209 
7 0.9798 1 0.9614 0.9643 
8 0.9654 1 0.9293 0.9265 
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Fig. 1.3 the sensitivity of release time 

 

Fig. 1.4 the sensitivity of setup time (left) and the sensitivity of processing time (right) 

1.6 Output analysis 

For better understanding the behavior of model, the sensitivity analysis has 
been done for test problem 3. Fig. 1.3 shows the sensitivity of stochastic release 
time which processing time and setup time considered deterministic. As can be 
seen, the performance of methods will be close by increasing the interval of uni-
form distribution. Fig. 1.4 shows the sensitivity of stochastic processing time and 
setup time, respectively. It is obvious that stochastic processing time and setup 
time do not have significantly influence which stochastic release time have. Fig. 
1.5 shows the sensitivity of all stochastic times together. 

1.7 Conclusions  

In this paper, the special simulation approach developed to simulating the batch 
processing machine model. It used to analyze the performance of four heuristics. 
The ERT-LPT method significantly outperformed the other methods for all test 
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problems. The four heuristics presented in this paper were also tested in a deter-
ministic model, and the results obtained were similar to the stochastic model in the 
sense that ERT-LPT significantly outperformed the other methods. It is worth not-
ing here that this procedure is first strategy of verification. 

 

 
Fig. 1.5 the sensitivity of interval of uniform distribution for all stochastic times 
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